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Background – Lacking Methods to Obtain Trustworthy Scientific Evidence

➢ Studies have limitations

➢ Outdated knowledge

➢ Contradictory claims
Heterogeneous Space

Large Volume
Complex & Diverse

disagree

Attention is not Explanation

Attention is not not Explanation



Background – Scientific Research in the Era of LLMs



Outline
Build Global Scientific Evidence Map

Scientific Leaderboards Construction 
[Hou et al., ACL 2019; Şahinuç et al., EMNLP 2024]

NLP TDM Knowledge Graph 
[Mondal et al., ACL Findings 2021]

➢ TDM Tagger – extract task/dataset/metric entities 

from NLP papers [Hou et al., EACL 2021]

A Diachronic Analysis of NLP Research Areas 
[Pramanick et al., EMNLP 2023]

 

Scientific Communication

Interactive Doc2slides Generation 
[Sun et al., NAACL 2021]

Science Journalism Generation 
[Cardenas et al., EMNLP 2023]

Scientific Knowledge Synthesis

CiteBench: Benchmark for Citation Text 

Generation [Funkquist et al., EMNLP 2023]

➢ PDF Table Parser - extract tables from papers in PDF format

➢ https://github.com/IBM/science-result-extractor

➢ https://github.com/IBM/document2slides

➢ Controlled generation based on discourse 

structures 

Missci: Reconstructing Fallacies in 

Misrepresented Science 
[Glockner et al., ACL 2024]

➢ Tackle health-related misinformation

➢ NLP Concepts Causal Analysis

Citation Text Generation with LLMs
[Şahinuç et al., ACL 2024]

Biomedical Synthesis Generation [O’Doherty 

et al., ACL 2024 SRW]

Scientific Diagrams Generation 
[Mondal et al., EMNLP 2024 Findings]



Identification of Tasks, Datasets, Evaluation Metrics, and Numeric Scores
for Scientific Leaderboards Construction

Yufang Hou, Charles Jochim, Martin Gleize, Francesca Bonin and Debasis Ganguly
(ACL 2019)



Motivation and Research Question 



Leaderboards Have Become a Phenomenon

https://www.stateoftheart.ai (2019 - now)
https://paperswithcode.com

Cons

➢ Research is not only about the numbers! 

➢ Encouraging leaderboard-chasing papers 

MIT Technology Review



Leaderboards Have Become a Phenomenon

https://www.stateoftheart.ai (2019 - now)
https://paperswithcode.com

Cons

➢ Research is not only about the numbers! 

➢ Encouraging leaderboard-chasing papers 



Leaderboards Have Become a Phenomenon

Pros

➢ Transparency

➢ Reproducibility

➢ Drive the creation of more accurate models

➢ Help researchers/AI practitioners grasp 

SToA technologies

➢ “Meta analysis” of empirical NLP papers

Motivation for our work

https://www.stateoftheart.ai (2019 - now)
https://paperswithcode.com



Leaderboards Construction: Research Problems

❑ Leaderboards (triples of {task, dataset, metric}) provide “deep” analysis for empirical NLP papers

❑ Task: extract tuples of {task, dataset, metric, best score} from NLP papers, given a set of predefined Task-Dataset-

Metric (TDM) triples from a taxonomy 



Leaderboards Construction: Research Problems

❑ Leaderboards (triples of {task, dataset, metric}) provide “deep” analysis for empirical NLP papers

❑ Task: extract tuples of {task, dataset, metric, best score} from NLP papers, given a set of predefined Task-Dataset-

Metric (TDM) triples from a taxonomy 

➢ Extract tables from PDF files

➢ Understand the meaning of the numeric values 

reported in scientific papers

➢ Relation extraction across sentence boundarieschallenging 

problems



PDF Table Extractor

❑ A deterministic algorithm to extract tables from NLP papers in PDF format based on GROBID’s output 

t1

t2

t3

t4

t5

t6

Page 1 Page 5

Text extractor

Table extractor

o Title

o Author

o Abstract

o Sections (Section title 

and the corresponding 

paragraphs)

GROBID



PDF Table Extractor

❑ A deterministic algorithm to extract tables from NLP papers in PDF format based on GROBID’s output 

t1

t2

t3

t4

t5

t6

Table Caption Table Content

t2 t1

t4 t3

t6 t5

Extracted Tables

Numeric cells Associated Rows Associated Columns Boldfaced

35.46 *(Nallapati 16) ROUGE  
1

PREVIOUS WORKS

No

13.30 *(Nallapati 16) ROUGE 
2

PREVIOUS WORKS

No

32.65 *(Nallapati 16) ROUGE 
L

PREVIOUS WORKS

No

36.44 Pg (See 17) ROUGE 
1

PREVIOUS WORKS

No

… … … …

A numeric cell should be 

vertically/horizontally aligned with its 
corresponding column heads/row 

heads

Analyze the structure of tables 



PDF Table Extractor

❑  A deterministic algorithm to extract tables from NLP papers in PDF format based on GROBID’s output

❑  Evaluate the performance of our PDF table extractor

o 10 papers from different venues (ACL/NAACL/EMNLP/COLING/CL/TACL)

o  50 tables with 1,063 numeric content cells

Analyze the structure of tables 

The PDF table extractor is available at: https://github.com/IBM/science-result-extractor



Leaderboards Construction: Dataset Construction

❑ NLP-TDMS

o Based on NLP-Progress Github repository which provides expert annotations of various leaderboards for a few 

hundred NLP papers 

o Manually clean the crawled dataset (e.g., normalize TDM annotations, such as using “F1” to represent “F-score” 

and “Fscore”) 

o A leaderboard is a triple of <task, dataset, metric>

A small TDM knowledge taxonomy

Remove leaderboards that are associated with less 

than five papers



Leaderboards Construction: Dataset Construction

❑ ARC-PDN

o A more realistic scenario

o Papers (in PDF format) published in ACL, EMNLP, and NAACL between 2010 to 2015 from the most recent 

version of the ACL Anthology Reference Corpus (ARC) (Bird et al., 2008)

o No leaderboard annotations are available



Leaderboards Construction: Problem Definition

❑ Prerequisite

o An experimental NLP paper (PDF format)

o A predefined TDM taxonomy

❑ Task

o Tag the paper with relevant TDM triples from the taxonomy

o Extract the best numeric score for each predicted TDM triple



Leaderboards Construction: Document and Score Context Representations

❑ Extract the most relevant part from a long document to predict TDM triples and the associated scores



Leaderboards Construction: TDMS-IE System



Leaderboards Construction: Results on NLP-TDMS

Our model struggles to extract 

the scores for the predicted 

TDM pairs  

In realistic scenario, a predefined TDM knowledge taxonomy can’t cover all 

possible TDM triples   



Leaderboards Construction: Results on ARC-PDN

❑  Model trained on the NLP-TDMS (Exp) training set

❑  Evaluation: TDM triples with at least ten associated papers 

Extracting TDMS tuples is a 
challenging task

Most papers are about MT, but report results 
on WMT 2012 EN-FR or WMT 2014 EN-DE 



Leaderboards to Construct Leaderboards

- Task 4



Leaderboards to Construct Leaderboards

- Task 4

Limitation

Assuming all leaderboards known in advance
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Scientific Leaderboards Construction 
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A Diachronic Analysis of NLP Research Areas 
[Pramanick et al., EMNLP 2023]
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Citation Text Generation with LLMs
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Efficient Performance Tracking: Leveraging Large Language Models for 
Automated Construction of Scientific Leaderboards

Furkan Şahinuç, Thy Thy Tran, Yulia Grishina, Yufang Hou, Bei Chen, Iryna Gurevych
(EMNLP 2024)



Leaderboard Construction from “Cold Start”



Leaderboard Construction from “Cold Start”

1. Closed-world assumption: all leaderboards are known beforehand  
2. Real world scenario: keep a list of known leaderboards, add new TDM 
triples dynamically

3. Cold start: the list of known leaderboards is empty



Ongoing Work: Leaderboard Construction from “Cold Start”

1. Closed-world assumption: all leaderboards are known beforehand  
2. Real world scenario: keep a list of known leaderboards, add new TDM 
triples dynamically

3. Cold start: the list of known leaderboards is empty

SciLead Dataset 
• Exhaustive TMDS annotations
• 43 papers
• 27 leaderboards

Compared to setting 2, strong LLMs perform 

better in setting 3 (cold start) 
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A Diachronic Analysis of Paradigm Shifts in NLP Research: When, How, and Why?

Aniket Pramanick, Yufang Hou, Saif M. Mohammad, Iryna Gurevych
(EMNLP 2023)



Diachronic Analysis of the NLP Research Areas

Develop a model to analyse NLP research areas and answer the following questions:

➢ What is the general trend of a research area?

➢ How is a research area influenced by other research concepts? 

➢ How do researchers argue about a specific research concept? (ongoing) 

We use NLP tasks to approximate research areas

• Sentiment Analysis
• Coreference Resolution
• Discourse Parsing
• …

We define four types of research concepts

• Named Entity Recognition 
• Relation Extraction
• Question Answering
• Machine Translation

• Task (T)
• Dataset (D)
• Evaluation Metric (M)
• Method (M)



Diachronic Analysis of the NLP Research Areas



Diachronic Analysis of the NLP Research Areas



Ongoing Work: A First Step Towards the Global Claim Veracity Summary
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Missci: Reconstructing the Fallacies in Misrepresented Science
Max Glockner, Yufang Hou, Preslav Nakov and Iryna Gurevych
(ACL 2024)



Misinformation Based on Scientific Studies  
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Misinformation Based on Scientific Studies  

This virus has a cure. It is called 

hydroxychloroquine, zinc, and Zithromax. I 

know you people want to talk about a mask. 

Hello? You don’t need mask. There is a cure. 

The study that made me start using 
hydroxychloroquine was a study that they 
did under the NIH in 2005 that say it works.



Misinformation Based on Misrepresents Scientific Studies  

This virus has a cure. It is called 
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did under the NIH in 2005 that say it works.

Post-infection chloroquine treatment 

reduces SARS-CoV infection and spread.



Misinformation Based on Misrepresents Scientific Studies  

This virus has a cure. It is called 
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know you people want to talk about a mask. 

Hello? You don’t need mask. There is a cure. 
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did under the NIH in 2005 that say it works.
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chloroquine is effective in preventing 

SARS-CoV infection in cell culture.

Post-infection chloroquine treatment 

reduces SARS-CoV infection and spread.

Vero E6 cells (an African green monkey 

kidney cell line) were infected with 

SARS-CoV (Urbani strain) at a 

multiplicity of infection of 0.5 for 1 h.

But

1. in vitro study (outside of a living organism)

2. SARS-CoV-1 ! = SARS-CoV-2 (causes Covid-19)



Misinformation Based on Misrepresents Scientific Studies  

This virus has a cure. It is called 

hydroxychloroquine, zinc, and Zithromax. I 

know you people want to talk about a mask. 

Hello? You don’t need mask. There is a cure. 

The study that made me start using 
hydroxychloroquine was a study that they 
did under the NIH in 2005 that say it works.

We have provided evidence that 

chloroquine is effective in preventing 

SARS-CoV infection in cell culture.

Post-infection chloroquine treatment 

reduces SARS-CoV infection and spread.

Vero E6 cells (an African green monkey 

kidney cell line) were infected with 

SARS-CoV (Urbani strain) at a 

multiplicity of infection of 0.5 for 1 h.

But

1. in vitro study (outside of a living organism)

2. SARS-CoV-1 ! = SARS-CoV-2 (causes Covid-19)

It is impossible to infer that a 
drug will work as a COVID-19 
cure in a living person from 
an in vitro cell culture study 
on a different virus.



Misinformation Based on Misrepresents Scientific Studies  

✓ Why is this misinformation? 
✓ And how does it misrepresent the cited scientific study?
✓ Can LLMs detect such contradicts: citated scientific study ⇒ false claim?

Research Question



Hydroxychloroquine is a cure for COVID-19.

Automated Fact 

Checking
Automated Fallacy 

Detection

No counter-evidence [1]
Insufficient surface 

information

We Need to Assess a Claim Based on its Sources

[1] Missing Counter-Evidence Renders NLP Fact-Checking Unrealistic for Misinformation. Glockner et al., EMNLP 
2022. 



Hydroxychloroquine is a cure for COVID-19.

Cites a scientific 

publication
Detect applied 

fallacies

Automated Fact 

Checking
Automated Fallacy 

Detection

No counter-evidence [1]
Insufficient surface 

information

We Need to Assess a Claim Based on its Sources

[1] Missing Counter-Evidence Renders NLP Fact-Checking Unrealistic for Misinformation. Glockner et al., EMNLP 
2022. 



Hydroxychloroquine is a cure for COVID-19.

Support

We Propose to Reconstruct the Fallacious Arguments



Paraphrased content of the misrepresented publication based on articles written by human fact checkers 

Accurate Premise: Chloroquine reduced infection of the coronavirus.

In
p
u
t
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Hydroxychloroquine is a cure for COVID-19.
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We Propose to Reconstruct the Fallacious Arguments
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p
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Hydroxychloroquine is a cure for COVID-19.

Support

Fallacy Context 1: The study
used cell cultures for their experiments.

Fallacy Context 2: The study
was conducted on SARS-CoV-1.

We Propose to Reconstruct the Fallacious Arguments



Paraphrased content of the misrepresented publication based on articles written by human fact checkers 

Accurate Premise: Chloroquine reduced infection of the coronavirus.

In
p
u
t

In
p
u
t

Hydroxychloroquine is a cure for COVID-19.

T
a
sk

Support

Fallacious Premise 2: SARS-CoV-1 and SARS-CoV-2 are both 
coronaviruses. Therefore, they can be treated the same way.

False 

Equivalence

Fallacious Premise 1: The results can be transferred to 
humans because the human body consists of cell structure.

Fallacy of 

Composition

Fallacy Context 1: The study
used cell cultures for their experiments.

Fallacy Context 2: The study
was conducted on SARS-CoV-1.

We Propose to Reconstruct the Fallacious Arguments



Collect

Rely on expert-written fact-

checking articles.

● 8,695 linked 

documents in

● 527 fact-checking 

articles

We Create MISSCI Based on Fact-checking Articles

Three annotators: two M.Sc. student in biology, one M.Sc. in linguistics



Collect

Rely on expert-written fact-

checking articles.

● 8,695 linked 

documents in

● 527 fact-checking 

articles

Select

Manually identify all cases in 

which a scientific publication 

is misrepresented.

● 208 links to 

misrepresented 

scientific publications

● In 150 fact-checking 

articles

We Create MISSCI Based on Fact-checking Articles

Three annotators: two M.Sc. student in biology, one M.Sc. in linguistics



We Create MISSCI Based on Fact-checking Articles

❑ Annotation stage I: selecting misrepresented scientific publications from HFC articles 

Annotation task: Is this a scientific paper that was misrepresented 

by a non-true claim?



Reconstruct

Manually reconstruct the 

fallacious arguments guided by 

the fact-checking article.

● 184 arguments

● 435 necessary fallacious 

reasoning steps

Collect

Rely on expert-written fact-

checking articles.

● 8,695 linked 

documents in

● 527 fact-checking 

articles

Select

Manually identify all cases in 

which a scientific publication 

is misrepresented.

● 208 links to 

misrepresented 

scientific publications

● In 150 fact-checking 

articles

We Create MISSCI Based on Fact-checking Articles

Three annotators: two M.Sc. student in biology, one M.Sc. in linguistics



We Create MISSCI Based on Fact-checking Articles

❑ Annotation stage II: fallacious argument reconstruction based on HFC articles 

Step 1: false claim rewriting → ҧ𝑐 

✓ Annotators should use the main (false) claim of the fact-
checking article if possible and make minimal changes if 
necessary.

False claim ҧ𝑐: Hydroxychloroquine is a cure for COVID-19.

Claim: You don't need masks, there is a cure [for COVID-19] ... It is called 

hydroxychloroquine, zinc, and Zithromax (Incorrect)

Full Claim: [COVID-19] has a cure. It is called hydroxychloroquine, zinc, and 

Zithromax ... I know you people want to talk about a mask. Hello? You don't 

need [al mask. There is a cure. I know they don't want to open schools. No, you 
don't need people to be locked down. There is prevention and there is a cure.

Color: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC1232869/

Justification: According to Immanuel's testimony, "the study that made me 

start using hydroxychloroquine was a study that they did under the NIH in 

2005 that says it works". As explained in this review by Health Feedback, the 

cited study […] and it was not conducted on the virus that causes COVID-19. 

Instead, the study examined the effects of chloroquine on SARS-CoV-1, the 
virus that causes SARS, finding that it reduced infection in cell cultures 13. 

These results do not provide sufficient evidence to support Immanuel's claim 

that HCQ is effective in humans or for SARS-CoV-2.

Hydroxychloroquine is a cure for COVID-19.

Chloroquine reduced infection of the coronavirus.

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC1232869/


We Create MISSCI Based on Fact-checking Articles

❑ Annotation stage II: fallacious argument reconstruction based on HFC articles 

Step 1: false claim rewriting → ҧ𝑐 

✓ The accurate premise 𝑝0 provides a correct description 
of the misrepresented scientific document S

✓ 𝑝0 offers logical support for the false claim (𝑝0 ⇒ ҧ𝑐) but 
it falls short due to the presence of fallacious reasoning

Step 2: accurate premise writing → 𝑝0

Accurate Premise 𝑝0: Chloroquine reduced infection of the coronavirus.

Claim: You don't need masks, there is a cure [for COVID-19] ... It is called 

hydroxychloroquine, zinc, and Zithromax (Incorrect)

Full Claim: [COVID-19] has a cure. It is called hydroxychloroquine, zinc, and 

Zithromax ... I know you people want to talk about a mask. Hello? You don't 

need [al mask. There is a cure. I know they don't want to open schools. No, you 
don't need people to be locked down. There is prevention and there is a cure.

Color: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC1232869/

Justification: According to Immanuel's testimony, "the study that made me 

start using hydroxychloroquine was a study that they did under the NIH in 

2005 that says it works". As explained in this review by Health Feedback, the 

cited study […] and it was not conducted on the virus that causes COVID-19. 

Instead, the study examined the effects of chloroquine on SARS-CoV-1, the 
virus that causes SARS, finding that it reduced infection in cell cultures 13. 

These results do not provide sufficient evidence to support Immanuel's claim 

that HCQ is effective in humans or for SARS-CoV-2.

Hydroxychloroquine is a cure for COVID-19.

Chloroquine reduced infection of the coronavirus.

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC1232869/


We Create MISSCI Based on Fact-checking Articles

❑ Annotation stage II: fallacious argument reconstruction based on HFC articles 

Step 1: false claim rewriting →ഥ 𝑐

✓ A taxonomy adopted from Bennett (2012) and 
Cook et al. (2018)

✓ 12 fallacy classes in a tree structure to guide the 
annotators to choose the more specific fallacy class if 
multiple apply

Step 2: accurate premise writing → 𝑝0

Step 3: fallacy class selection → 𝑓𝑖 
Claim: You don't need masks, there is a cure [for COVID-19] ... It is called 

hydroxychloroquine, zinc, and Zithromax (Incorrect)

Full Claim: [COVID-19] has a cure. It is called hydroxychloroquine, zinc, and 

Zithromax ... I know you people want to talk about a mask. Hello? You don't 

need [al mask. There is a cure. I know they don't want to open schools. No, you 
don't need people to be locked down. There is prevention and there is a cure.

Color: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC1232869/

Justification: According to Immanuel's testimony, "the study that made me 

start using hydroxychloroquine was a study that they did under the NIH in 

2005 that says it works". As explained in this review by Health Feedback, the 

cited study […] and it was not conducted on the virus that causes COVID-19. 

Instead, the study examined the effects of chloroquine on SARS-CoV-1, the 
virus that causes SARS, finding that it reduced infection in cell cultures 13. 

These results do not provide sufficient evidence to support Immanuel's claim 

that HCQ is effective in humans or for SARS-CoV-2.

Hydroxychloroquine is a cure for COVID-19.

Chloroquine reduced infection of the coronavirus.

The study was conducted on SARS-CoV-1.

SARS-CoV-1 and SARS-CoV-2 are both coronaviruses. 

Therefore, they can be treated the same way.

…  and it was not conducted on the virus that causes COVID-

19. Instead, the study examined the effects of chloroquine on 

SARS-CoV-1, the virus that causes SARS …

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC1232869/


We Create MISSCI Based on Fact-checking Articles

o Fallacy taxonomy adopted from Bennett (2012) and Cook et al. (2018)



Fallacy of Composition

We Create MISSCI Based on Fact-checking Articles

❑ Annotation stage II: fallacious argument reconstruction based on HFC articles 

Step 1: false claim rewriting → ҧ𝑐

✓ Identify all passages in HFC articles discussing the claim ҧ𝑐 
misrepresenting the scientific publication 𝑆

✓ The fallacious premise must align with the selected fallacy 
class and make the fallacious reasoning explicit

Step 2: accurate premise writing → 𝑝0

Step 3: fallacy class selection → 𝑓𝑖 

Step 4: fallacious premise + publication context writing → ҧ𝑝𝑖 and ҧ𝑠𝑖 

Fallacious Premise 1: The results can be transferred to 
humans because the human body consists of cell structure.

𝑆 ∪ ҧ𝑝𝑖 ⇒ ҧ𝑐

The study was conducted on SARS-CoV-1.

SARS-CoV-1 and SARS-CoV-2 are both coronaviruses. 

Therefore, they can be treated the same way.

…  and it was not conducted on the virus that causes COVID-

19. Instead, the study examined the effects of chloroquine on 

SARS-CoV-1, the virus that causes SARS …



We Create MISSCI Based on Fact-checking Articles

❑ Annotation stage II: fallacious argument reconstruction based on HFC articles 

Step 1: false claim rewriting → ҧ𝑐

Step 2: accurate premise writing → 𝑝0

Step 3: fallacy class selection → 𝑓𝑖 

Step 4: fallacious premise + publication context writing → ҧ𝑝𝑖 and ҧ𝑠𝑖 

Step 5: argument consolidation

✓ The most experienced annotator aligned all annotated 
fallacious reasoning lines, select the best verbalized 
candidate for each ҧ𝑐 and ҧ𝑝i 

✓ Each consolidated argument underwent double-checking 
by an author

The study was conducted on SARS-CoV-1.

SARS-CoV-1 and SARS-CoV-2 are both coronaviruses. 

Therefore, they can be treated the same way.

…  and it was not conducted on the virus that causes COVID-

19. Instead, the study examined the effects of chloroquine on 

SARS-CoV-1, the virus that causes SARS …



We Create MISSCI Based on Fact-checking Articles

❑ Annotation stage II: fallacious argument reconstruction based on HFC articles 

Step 1: false claim rewriting → ҧ𝑐

Step 2: accurate premise writing → 𝑝0

Step 3: fallacy class selection → 𝑓𝑖 

Step 4: publication context and 

fallacious premise writing → ҧ𝑠𝑖 and ҧ𝑝𝑖 

Step 5: argument consolidation

Fallacious argument definition



We Create MISSCI Based on Fact-checking Articles

❑ MISSCI dataset construction

✓ Krippendorff’s α is 0.52 for assigning fallacious class 𝑓𝑖 

✓ On average, each annotator identified 72.5% of the 
fallacious reasoning lines in the consolidated argument



Simplified Task: 

Predict the applied fallacy class when the fallacious 
premise is provided.

Explore prompts containing:

Definition, Logical Form, Example

LLMs Can Predict the Fallacy Class Over Provided Premises

input

input

input

output

input



Simplified Task: 

Predict the applied fallacy class when the fallacious 
premise is provided.

Explore prompts containing:

Definition, Logical Form, Example

Example: Fallacy of Composition

Definition:
Inferring that something is true of the whole from the fact 
that it is true of some part of the whole.

Example:

Hydrogen is not wet. Oxygen is not wet. Therefore, water 
(H2O) is not wet.

Logical Form:

A is part of B. A has property X. Therefore, B has property X.

LLMs Can Predict the Fallacy Class Over Provided Premises

input

input

input

output

input



Simplified Task: 

Predict the applied fallacy class when the fallacious 
premise is provided.

Explore prompts containing:

Definition, Logical Form, Example

Example: Fallacy of Composition

Definition:
Inferring that something is true of the whole from the fact 
that it is true of some part of the whole.

Example:

Hydrogen is not wet. Oxygen is not wet. Therefore, water 
(H2O) is not wet.

Logical Form:

A is part of B. A has property X. Therefore, B has property X.

Both evaluated LLMs 

perform decently

LLMs Can Predict the Fallacy Class Over Provided Premises

input

input

input

output

input



Full Task: 
Generate fallacious premise and predict applied 
fallacy class.

LLMs Perform Poorly When They Must Generate Premises
input

output

input

output

input



Full Task: 
Generate fallacious premise and predict applied 
fallacy class.

ClaimAccurate Premise Fallacy Context

LLM

Fallacious Premise Fallacy Class

Fallacious Premise Fallacy Class

Fallacious Premise Fallacy Class

Fallacious Premise Fallacy Class

1

2

3

4

Generate

R
an

ke
d

 L
is

t

LLMs Perform Poorly When They Must Generate Premises
input

output

input

output

input



Full Task: 
Generate fallacious premise and predict applied 
fallacy class.

LLM P@1

random 0.131

Llama2 (D) 0.223

Llama2 (DE) 0.209

Llama2 (DL) 0.196

Llama2 (DLE) 0.209

Llama2 (L) 0.193

Llama2 (LE) 0.202

GPT-4 (D) 0.317

GPT-4 (L) 0.292

ClaimAccurate Premise Fallacy Context

LLM

Fallacious Premise Fallacy Class

Fallacious Premise Fallacy Class

Fallacious Premise Fallacy Class

Fallacious Premise Fallacy Class

1

2

3

4

Generate

R
an

ke
d

 L
is

t

Was 0.738 (accuracy) over 

gold fallacious premise

Is claim debunked by at least one 
correct fallacy (from any of the 

fallacy contexts)?

Claim@1

0.264

0.416

0.422

0.409

0.416

0.377

0.409

0.571

0.526

LLMs Perform Poorly When They Must Generate Premises



Human Evaluation. Correct If:  

1. Plausible Premise: Is the generated premise plausible in 
the context of the argument?

2. Correct Fallacy Class: Is the predicted fallacy class 
applied by the generated fallacious premise?

Automatic Evaluation Underestimates the Performance



Human Evaluation. Correct If:  

1. Plausible Premise: Is the generated premise plausible in 
the context of the argument?

2. Correct Fallacy Class: Is the predicted fallacy class 
applied by the generated fallacious premise?

LLM may detect valid fallacies that 

annotators missed

Human evaluation is necessary

LLM Plausible Premise Correct Fallacy class

Llama2 (L) 0.167 0.040

Llama2 (D) 0.233 0.107

GPT-4 (L) 0.867 0.503

GPT-4 (D) 0.674 0.481

Claim: To protect from COVID-19 we must back away from all 
climate change efforts.

COVID-19 transmission correlates with cold temperatures

Generated Premise: Efforts to combat climate change will 
result in warmer average temperatures, therefore decreasing 

the prevalence of COVID-19.

Automatic Evaluation Underestimates the Performance

Was 0.292 (P@1) over generated fallacious 

premise that can be mapped to the annotations 



GPT-4 Benefits From the Premise Generation Task (CoT)

Fallacy classification task

✓ GPT-4 produced substantially better fallacious premises according to our human evaluation

✓ The model shows improved performance on fallacy classification when tasked to “think” -- generating 
fallacious premises

R𝒐𝒍𝒆 𝒐𝒇 ഥ𝒑𝐢



Novel formalism to combat real-world 

misinformation

Both LLMs exhibit clear limitations in 

reconstructing fallacious arguments

More experiments, results and analysis in the 

paper!

Sufficient data

Realistic 

scenario

Novel benchmark to test critical reasoning 

abilities of LLMs

Conclusion

https://github.com/UKPLab/acl2024-missci



MISSCI+: Grounding Fallacies of Misrepresented Scientific Publications
Max Glockner, Yufang Hou, Preslav Nakov and Iryna Gurevych
(under submission)



Hydroxychloroquine is a cure for COVID-19.

Accurate Premise: Chloroquine reduced infection of the coronavirus.

Support

Fallacious Premise 2: SARS-CoV-1 and SARS-CoV-2 
are both coronaviruses. Therefore, they can be 

treated the same way.

False Equivalence

Fallacious Premise 1: The results can be 
transferred to humans because the human body 

consists of cell structure.

Fallacy of 
Composition

Fallacy Context 1: The study
used cell cultures for their experiments.

Fallacy Context 2: The study was conducted on 
SARS-CoV-1.

MISSCI Does Not Consider Real-world Passages From Papers



Hydroxychloroquine is a cure for COVID-19.

Accurate Premise: Chloroquine reduced infection of the coronavirus.

Support

Fallacious Premise 2: SARS-CoV-1 and SARS-CoV-2 
are both coronaviruses. Therefore, they can be 

treated the same way.

False Equivalence

Fallacious Premise 1: The results can be 
transferred to humans because the human body 

consists of cell structure.

Fallacy of 
Composition

Fallacy Context 1: The study
used cell cultures for their experiments.

Fallacy Context 2: The study was conducted on 
SARS-CoV-1. Paraphrased from fact-

checking article

Unrealistic

MISSCI Does Not Consider Real-world Passages From Papers



Hydroxychloroquine is a cure for COVID-19.

Accurate Premise: Chloroquine reduced infection of the coronavirus.

Support

Fallacious Premise 2: SARS-CoV-1 and SARS-CoV-2 
are both coronaviruses. Therefore, they can be 

treated the same way.

False Equivalence

Fallacious Premise 1: The results can be 
transferred to humans because the human body 

consists of cell structure.

Fallacy of 
Composition

Fallacy Context 1: The study
used cell cultures for their experiments.

Fallacy Context 2: The study was conducted on 
SARS-CoV-1.

Passage 1 Passage 2 Passage 3 Passage …

Paraphrased from fact-
checking article

Unrealistic

MISSCI Does Not Consider Real-world Passages From Papers



Preselect

Use IMS (Wright et al., 2022) to 

preselect relevant passages.

Fallacy Context 1: The study 
used cell cultures for their 

experiments.

IMS 
Ranker

Passages

Passage
Passage

Passage

Ranked Passages

We Link Fallacy Context to Passages From Publications  



Preselect

Use IMS (Wright et al., 2022) to 

preselect relevant passages.

Fallacy Context 1: The study 
used cell cultures for their 

experiments.

IMS 
Ranker

Passages

Passage
Passage

Passage

Ranked Passages

Annotate

Two biology annotators

Do (parts of) the passage 

entail the fallacy context?

Linked

Not 
Linked

yes

no

We Link Fallacy Context to Passages From Publications  



Preselect

Use IMS (Wright et al., 2022) to 

preselect relevant passages.

Aggregate

Consolidate passage 

annotations

114 Arguments

694 Passages

2,257 Labels

Cohen’s κ: 0.602

Fallacy Context 1: The study 
used cell cultures for their 

experiments.

IMS 
Ranker

Passages

Passage
Passage

Passage

Ranked Passages

Annotate

Two biology annotators

Do (parts of) the passage 

entail the fallacy context?

Linked

Not 
Linked

yes

no

We Link Fallacy Context to Passages From Publications  



What is the claim based 
upon?

What content indicates 
fallacious reasoning?

Component Ratio linked

Accurate premise 88.6%

Fallacy context 72.0%

All 76.8%

Not All Fallacy Contexts/Accurate Premises Can be Linked to a Passage



What is the claim based 
upon?

What content indicates 
fallacious reasoning?

Multi-modal reasoning
Multi-hop reasoning

Component Ratio linked

Accurate premise 88.6%

Fallacy context 72.0%

All 76.8%

Not All Fallacy Contexts/Accurate Premises Can be Linked to a Passage



What is the claim based 
upon?

What content indicates 
fallacious reasoning?

Multi-modal reasoning
Multi-hop reasoning

Component Ratio linked

Accurate premise 88.6%

Fallacy context 72.0%

All 76.8% Different Scope

Cloth masks do nothing 
to prevent the virus. Scientific publication

Health workers wearing cloth masks 
were infected.

Fallacious Context 1: The study did not include a group 
that did not wear masks at all.

Not explicitly communicated in 
the study!

Compare effectiveness of cloth masks 
and medical masks.

Not All Fallacy Contexts/Accurate Premises Can be Linked to a Passage



Passage 1

Trained 
Model

Supported

Refuted

Not Enough Info

Claim

Passage 2

Passage n

NEI

Ref

Supp

Ref

NEI NEINEI

Supp

Aggregate Predictions:

AFC models based on stance 
detection predict the majority 
of the annotated passages 
support the false claims! 

Stance Detection 
(in automated fact-checking)

Stance Detection Cannot Detect Fallacious Reasoning



Passage 1

Trained 
Model

Supported

Refuted

Not Enough Info

Claim

Passage 2

Passage n

NEI

Ref

Supp

Ref

NEI NEINEI

Supp

Aggregate Predictions:

AFC models based on stance 
detection predict the majority 
of the annotated passages 
support the false claims! 

Stance Detection 
(in automated fact-checking)

Stance Detection Cannot Detect Fallacious Reasoning

This is bad!



Knowledge LLM True False NEI

Parametric 
Knowledge

Llama 2 1.6 61.1 37.3

GPT 4 0.0 85.3 14.7

Misinformation

MISSCI+

Evidence Passages from Papers Bias LLMs to Believe the False Claim is True



Knowledge LLM True False NEI

Parametric 
Knowledge

Llama 2 1.6 61.1 37.3

GPT 4 0.0 85.3 14.7

Misinformation 100 True claims 

CovidFact HealthVerMISSCI+

True False NEI

34.7 22.3 41.3

59.0 23.0 17.3

Evidence Passages from Papers Bias LLMs to Believe the False Claim is True



Knowledge LLM True False NEI

Parametric 
Knowledge

Llama 2 1.6 61.1 37.3

GPT 4 0.0 85.3 14.7

Misinformation 100 True claims 

CovidFact HealthVerMISSCI+

True False NEI

34.7 22.3 41.3

59.0 23.0 17.3

Has a tendency to 
know the veracity

Evidence Passages from Papers Bias LLMs to Believe the False Claim is True



Knowledge LLM True False NEI

Parametric 
Knowledge

Llama 2 1.6 61.1 37.3

GPT 4 0.0 85.3 14.7

Misinformation 100 True claims 

CovidFact HealthVerMISSCI+

True False NEI

34.7 22.3 41.3

59.0 23.0 17.3

Has a tendency to 
know the veracity

RAG Style Llama 2 23.8 61.5 12.7

GPT 4 27.4 34.1 38.5

58.7 29.7 10.7

55.0 4.0 41.0

Evidence Passages from Papers Bias LLMs to Believe the False Claim is True



Knowledge LLM True False NEI

Parametric 
Knowledge

Llama 2 1.6 61.1 37.3

GPT 4 0.0 85.3 14.7

Misinformation 100 True claims 

CovidFact HealthVerMISSCI+

Now considers 
claims correct!

True False NEI

34.7 22.3 41.3

59.0 23.0 17.3

Has a tendency to 
know the veracity

RAG Style Llama 2 23.8 61.5 12.7

GPT 4 27.4 34.1 38.5

58.7 29.7 10.7

55.0 4.0 41.0

Evidence Passages from Papers Bias LLMs to Believe the False Claim is True



MRR

Task:
Given the claim and all passages of the 
misrepresented publication:

Accurate Premise: 
Chloroquine reduced 

infection of the 
coronavirus.

Hydroxychloroquine is a 
cure for COVID-19.

What is the claim 
based upon?

Locating the Required Passages is Challenging

Post-infection chloroquine treatment 

reduces SARS-CoV infection and spread.

We have provided evidence that 

chloroquine is effective in preventing 

SARS-CoV infection in cell culture.

Vero E6 cells (an African green monkey 

kidney cell line) were infected with 

SARS-CoV (Urbani strain) at a 

multiplicity of infection of 0.5 for 1 h.

…



P@1MRR

Task:
Given the claim and all passages of the 
misrepresented publication:

Accurate Premise: 
Chloroquine reduced 

infection of the 
coronavirus.

Hydroxychloroquine is a 
cure for COVID-19.

What is the claim 
based upon?

Fallacy Context 1: The 
study used cell cultures for 

their experiments.

Fallacy Context 2: The 
study was conducted on 

SARS-CoV-1.

What content 
points to fallacies?

Locating the Required Passages is Challenging

Post-infection chloroquine treatment 

reduces SARS-CoV infection and spread.

We have provided evidence that 

chloroquine is effective in preventing 

SARS-CoV infection in cell culture.

Vero E6 cells (an African green monkey 

kidney cell line) were infected with 

SARS-CoV (Urbani strain) at a 

multiplicity of infection of 0.5 for 1 h.

…



Type Model

Term frequency BM25

Sentence 
Transformer 
(embeddings)

BioBERT ST (Deka et al. 2022)

INSTRUCTOR (Su et al. 2022)

SPICED (IMS) (Wright et al. 2022)

P@1MRR

Task:
Given the claim and all passages of the 
misrepresented publication:

Accurate Premise: 
Chloroquine reduced 

infection of the 
coronavirus.

Hydroxychloroquine is a 
cure for COVID-19.

What is the claim 
based upon?

Fallacy Context 1: The 
study used cell cultures for 

their experiments.

Fallacy Context 2: The 
study was conducted on 

SARS-CoV-1.

What content 
points to fallacies?

0.539

0.582

0.631

0.664

Locating the Required Passages is Challenging



Type Model

Term frequency BM25

Sentence 
Transformer 
(embeddings)

BioBERT ST (Deka et al. 2022)

INSTRUCTOR (Su et al. 2022)

SPICED (IMS) (Wright et al. 2022)

P@1MRR

Scientific Fact-
Checking 
(DeBERTaV3)

SciFact (Wadden et al. 2020)

CovidFact (Saakyan et al. 2020)

HealthVer (Sarrouti et al. 2021)

All Scientific Fact-Checking

Task:
Given the claim and all passages of the 
misrepresented publication:

Accurate Premise: 
Chloroquine reduced 

infection of the 
coronavirus.

Hydroxychloroquine is a 
cure for COVID-19.

What is the claim 
based upon?

Fallacy Context 1: The 
study used cell cultures for 

their experiments.

Fallacy Context 2: The 
study was conducted on 

SARS-CoV-1.

What content 
points to fallacies?

0.539

0.582

0.631

0.664

0.535

0.450

0.516

0.514

Locating the Required Passages is Challenging



Type Model

Term frequency BM25

Sentence 
Transformer 
(embeddings)

BioBERT ST (Deka et al. 2022)

INSTRUCTOR (Su et al. 2022)

SPICED (IMS) (Wright et al. 2022)

P@1MRR

Scientific Fact-
Checking 
(DeBERTaV3)

SciFact (Wadden et al. 2020)

CovidFact (Saakyan et al. 2020)

HealthVer (Sarrouti et al. 2021)

All Scientific Fact-Checking

Task:
Given the claim and all passages of the 
misrepresented publication:

Accurate Premise: 
Chloroquine reduced 

infection of the 
coronavirus.

Hydroxychloroquine is a 
cure for COVID-19.

What is the claim 
based upon?

Fallacy Context 1: The 
study used cell cultures for 

their experiments.

Fallacy Context 2: The 
study was conducted on 

SARS-CoV-1.

What content 
points to fallacies?

0.539

0.582

0.631

0.664

0.535

0.450

0.516

0.514

Locating the Required Passages is Challenging

0.617

0.600

0.652

0.640

0.326

0.457

0.410

0.338



Full Task: Generate fallacious premise and predict applied fallacy class for the given input

Put Everything Together …

input

output

input

output

input

MISSCI

input

output

input

output

input

MISSCI+



➢ The same passage can be linked to multiple reasoning gaps (si) and vice versa

➢ We evaluate the task on the argument level: we train two models to automatically map the generated 

( ҧ𝑝𝑖, ҧ𝑓𝑖) to the gold fallacies at the argument level  

It’s Challenging to Evaluate Argument Construction With the Retrieved Passages

A clear trend of decreasing performance from paraphrased information in MISSCI to the real-world passages in MISSCI+



Bridge the gap between automated fact-checking and 
fallacy detection.

Evidence from the misrepresented publication biases 
the LLMs to believe the claim is true.

Novel benchmark to reconstruct fallacious arguments 
with realistic evidence from scientific papers.

Conclusion



Outline
Build Global Scientific Evidence Map

Scientific Leaderboards Construction 
[Hou et al., ACL 2019; Şahinuç et al., EMNLP 2024]

NLP TDM Knowledge Graph 
[Mondal et al., ACL Findings 2021]

➢ TDM Tagger – extract task/dataset/metric entities 

from NLP papers [Hou et al., EACL 2021]

A Diachronic Analysis of NLP Research Areas 
[Pramanick et al., EMNLP 2023]

 

Scientific Communication

Interactive Doc2slides Generation 
[Sun et al., NAACL 2021]

Science Journalism Generation 
[Cardenas et al., EMNLP 2023]

Scientific Knowledge Synthesis

CiteBench: Benchmark for Citation Text 

Generation [Funkquist et al., EMNLP 2023]

➢ PDF Table Parser - extract tables from papers in PDF format

➢ https://github.com/IBM/science-result-extractor

➢ https://github.com/IBM/document2slides

➢ Controlled generation based on discourse 

structures 

Missci: Reconstructing Fallacies in 

Misrepresented Science 
[Glockner et al., ACL 2024]

➢ Tackle health-related misinformation

➢ NLP Concepts Causal Analysis

Citation Text Generation with LLMs
[Şahinuç et al., ACL 2024]

Biomedical Synthesis Generation [O’Doherty 

et al., ACL 2024 SRW]

Scientific Diagrams Generation 
[Mondal et al., EMNLP 2024 Findings]



D2S: Automated Slide Generation With Query-based Text Summarization 
From Documents

Edward Sun, Yufang Hou, Dakuo Wang, Yunfeng Zhang, Nancy Wang 
(NAACL 2021)



Doc2Slides Generation: Motivation

❑ Presentation slides are the key communication tool in various areas (e.g., business, science) 

❑ The creation of slide decks is often tedious and time-consuming

  

Read source documents
Make a presentation 

outline

Add text for each slide Add figures for each slide

Revise and refine

Let AI provide suggestions to 
speed up the process! 



Query-based D2S: A New Challenging Task 

Upload a pdf file

Slide 

Experiments effect of the amount of 
auxiliary task dataTitle:

Keywords: (optional)



Doc2Slides Generation: SciDuet Dataset

❑ A high-quality dataset containing paper-slide pairs from ICML’19/NeurIPS’18&’19/ACL Anthology 

❑ Data processing: A non-trivial effort

o A combination of different tools: Grobid/ Pdffigures2/IBM Watson Discovery package

o Paper figures/tables appearing on slides were matched using OpenCV multiscale template matching

o Obtain 1088 papers – 10,034 slides after filtering out slides that don’t correspond well with paper (e.g., 

acknowledgement slide)

  



Doc2Slides Generation: System Framework

❑Modelling as an open-query long-form question answering problem

❑ Another perspective: query-based single document summarization

Source 
Documents

Dense Vector IR Module

Experiments

Slide Title

Keywords Module

Hierarchy Structure of Section Headers
Introduction

Related Work

……

Experiments

……

h1

h2

h3

h4

h5

h6

Segment 1

Segment 2

Segment 3
……

QA Module

Query Context

Experiments Segment 1

Segment 3
……

h3

h4

h5

h6

Output

Experiments

Extracted 
Figure

Figure 
Extraction
Module

Table1

1.

2. 3.



Doc2Slides Generation: Evaluation

➢ Slide generation is subjective and there can be many correct slide versions with few overlapping words

➢ Our evaluation strategy

1. Automatic evaluation (Rouge) to compare our model with the baselines

2. Automatic evaluation (Rouge) on non-author human generated slides to estimate upper bound

3. Human ratings in three dimensions

a) Readability

b) Informativeness (relevant to title) 

c) Consistency (similar to original slides)



Doc2Slides Generation: Automated Evaluation

❑ Automated evaluations show comparable performance to non-author human generated slide

Three non-author 
humans make 
slides for paper 
960 based on the 
original slide titles

Three non-author 
humans make 
slides for 4 papers 
based on the 
original slide titles The purpose of this experiment is to check the average non-author human performance on 

this task in terms of Rouge. Later we found that our system sometimes is better than humans 

to find the relevant information from the source paper. 



Doc2Slides Generation: Human Evaluation

❑ Participants: 23 ML researchers and master/PhD students

✓ Each annotator: 2 papers × 4 slides (different versions from different models)

✓ one paper is from the set of four papers that has non-author human generated slides

✓ another paper is from the remaining testing dataset

✓ 6-point Likert scale

❑ Human Evaluations show higher preference for human generated slides, but our model outperforms other strong baselines

Our model



Doc2Slides Generation: Examples of Generated Slides vs. Ground Truth

Our model

Original Slide

Our model

Original Slide



Access SciDuet

❑ Documents2slides git repo (https://github.com/IBM/document2slides)

❑ GEM-SciDuet (https://huggingface.co/datasets/GEM/SciDuet)

https://github.com/IBM/document2slides
https://huggingface.co/datasets/GEM/SciDuet


Outline
Build Global Scientific Evidence Map

Scientific Leaderboards Construction 
[Hou et al., ACL 2019; Şahinuç et al., EMNLP 2024]

NLP TDM Knowledge Graph 
[Mondal et al., ACL Findings 2021]

➢ TDM Tagger – extract task/dataset/metric entities 

from NLP papers [Hou et al., EACL 2021]

A Diachronic Analysis of NLP Research Areas 
[Pramanick et al., EMNLP 2023]

 

Scientific Communication

Interactive Doc2slides Generation 
[Sun et al., NAACL 2021]

Science Journalism Generation 
[Cardenas et al., EMNLP 2023]

Scientific Knowledge Synthesis

CiteBench: Benchmark for Citation Text 

Generation [Funkquist et al., EMNLP 2023]

➢ PDF Table Parser - extract tables from papers in PDF format

➢ https://github.com/IBM/science-result-extractor

➢ https://github.com/IBM/document2slides

➢ Controlled generation based on discourse 

structures 

Missci: Reconstructing Fallacies in 

Misrepresented Science 
[Glockner et al., ACL 2024]

➢ Tackle health-related misinformation

➢ NLP Concepts Causal Analysis

Citation Text Generation with LLMs
[Şahinuç et al., ACL 2024]

Biomedical Synthesis Generation [O’Doherty 

et al., ACL 2024 SRW]

Scientific Diagrams Generation 
[Mondal et al., EMNLP 2024 Findings]



`Don’t Get Too Technical with Me’: A Discourse Structure-Based Framework 
for Automatic Science Journalism

Ronald Cardenas, Bingsheng Yao, Dakuo Wang, Yufang Hou
(EMNLP 2023)



SciTechNews Dataset

❑ Collect 2,432 aligned {paper, news article, expert-written summary snippets} from ACM TechNews

❑ Areas: Computer science, Engineering, Astrophysics, Biology, etc

❑ Scientific paper sources



Scientific Abstract vs. Scientific News Summary



Controllable Scientific News Summary Generation

Training

Inference



Evaluation Results

Scores of Gold PR summaries are higher than the machine-generated texts 



Factual Error Analysis

Bartplan extrinsically hallucinates entities
(e.g., Researchers from UK) ChatGTP produces a high proportion of 

extrinsic hallucinations in “other” category
(e.g., In a paper published in Nature)

Human summaries only contain Entity and NP-related errors of type 
World Knowledge
(e.g., Researchers from Massachusetts Institute of Technology)



Outline
Build Global Scientific Evidence Map

Scientific Leaderboards Construction 
[Hou et al., ACL 2019; Şahinuç et al., EMNLP 2024]

NLP TDM Knowledge Graph 
[Mondal et al., ACL Findings 2021]

➢ TDM Tagger – extract task/dataset/metric entities 

from NLP papers [Hou et al., EACL 2021]

A Diachronic Analysis of NLP Research Areas 
[Pramanick et al., EMNLP 2023]

 

Scientific Communication

Interactive Doc2slides Generation 
[Sun et al., NAACL 2021]

Science Journalism Generation 
[Cardenas et al., EMNLP 2023]

Scientific Knowledge Synthesis

CiteBench: Benchmark for Citation Text 

Generation [Funkquist et al., EMNLP 2023]

➢ PDF Table Parser - extract tables from papers in PDF format

➢ https://github.com/IBM/science-result-extractor

➢ https://github.com/IBM/document2slides

➢ Controlled generation based on discourse 

structures 

Missci: Reconstructing Fallacies in 

Misrepresented Science 
[Glockner et al., ACL 2024]

➢ Tackle health-related misinformation

➢ NLP Concepts Causal Analysis

Citation Text Generation with LLMs
[Şahinuç et al., ACL 2024]

Biomedical Synthesis Generation [O’Doherty 

et al., ACL 2024 SRW]

Scientific Diagrams Generation 
[Mondal et al., EMNLP 2024 Findings]



James O'Doherty, Cian Nolan, Yufang Hou, Anya Belz
(ACL 2024 SRW)

Beyond Abstracts: A New Dataset, Prompt Design Strategy and Method 
for Biomedical Synthesis Generation



Biomedical Synthesis Generation

Manual systematic review process Automate the last step with gold PICO information



Some Interesting Findings

➢ Best results are achieved when leaving out the included study abstracts

GPT-4o as a judge
Agreement percentage 

with reference 

Claude Haiku/Sonnet: context window size is 200k



Some Interesting Findings

➢ System instructions informed by domain knowledge gleaned from textbooks are essential components

The following is a summary of the instructions given to Cochrane Reviewers for drafting the Authors’ Conclusions 

section of a systematic review:

Implications for Practice: Cochrane Reviews provide valuable information for practice but do not make direct 

recommendations due to the need for additional evidence and judgments. Authors should discuss the certainty of 

evidence, benefits versus harms, and patient va ues/preferences without making specific recommendations. If authors 

discuss possible actions, they should consider all factors influencing decisions, including patient-important outcomes, 

costs, and resource availability.

…



Final Remarks
Build Global Scientific Evidence Map
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[Hou et al., ACL 2019; Şahinuç et al., EMNLP 2024]

NLP TDM Knowledge Graph 
[Mondal et al., ACL Findings 2021]

➢ TDM Tagger – extract task/dataset/metric entities 

from NLP papers [Hou et al., EACL 2021]

A Diachronic Analysis of NLP Research Areas 
[Pramanick et al., EMNLP 2023]
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Citation Text Generation with LLMs
[Şahinuç et al., ACL 2024]

Biomedical Synthesis Generation [O’Doherty 
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Scientific Diagrams Generation 
[Mondal et al., EMNLP 2024 Findings]



Build Global Scientific Evidence Map

Scientific Leaderboards Construction 
[Hou et al., ACL 2019; Şahinuç et al., EMNLP 2024]

NLP TDM Knowledge Graph 
[Mondal et al., ACL Findings 2021]

➢ TDM Tagger – extract task/dataset/metric entities 

from NLP papers [Hou et al., EACL 2021]

A Diachronic Analysis of NLP Research Areas 
[Pramanick et al., EMNLP 2023]

 

Scientific Communication

Interactive Doc2slides Generation 
[Sun et al., NAACL 2021]

Science Journalism Generation 
[Cardenas et al., EMNLP 2023]

Scientific Knowledge Synthesize

CiteBench: Benchmark for Citation Text 

Generation [Funkquist et al., EMNLP 2023]

➢ PDF Table Parser - extract tables from papers in PDF format

➢ https://github.com/IBM/science-result-extractor

➢ https://github.com/IBM/document2slides

➢ Controlled generation based on discourse 

structures 

Missci: Reconstructing Fallacies in 

Misrepresented Science 
[Glockner et al., ACL 2024]

➢ Tackle health-related misinformation

➢ NLP Concepts Causal Analysis

Citation Text Generation with LLMs
[Şahinuç et al., ACL 2024]

Biomedical Synthesis Generation [O’Doherty 

et al., ACL 2024 SRW]

Scientific Diagrams Generation 
[Mondal et al., EMNLP 2024 Findings]

Final Remarks

➢ Recent advances in LLMs and multi-agent frameworks make this an exciting 
time to develop human-centered NLP models and applications in AI4Science

➢ More work is needed to better understand the role of AI systems in facilitating 

scientific research

o Generating research ideas?

o Co-writing papers? 

o Reviewing?

…
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